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Executive Summary
Advanced substation automation applications such as wide area phasor monitoring with Phasor 
Measurement Units (PMU) and sampled value process buses require synchronising accuracy to 
be better than 1 µs, rather than the 1–2 ms that is generally required today. Substation automation 
systems are now using Ethernet to communicate between SCADA systems and protection relays. 
Precision Time Protocol (PTP) is a time synchronisation system that uses the substation LAN, rather 
than a dedicated time distribution system, that can synchronise protection relays, merging units and 
other devices to better than 1 µs.  

This white paper explains how PTP can be used in substation automation systems to overcome 
incompatibilities and shortcomings of existing time distribution systems. The operation of PTP 
using the “Power Profile” is explained and examples of how PTP can be used in new and existing 
substations are presented. 

Tekron has over fifteen years’ experience in producing timing equipment for the power industry. 
Their latest substation timing products support PTP and this white paper explains how these can 
be used to meet the timing needs of modern substation automation applications, while retaining 
compatibility with existing substation protection and control designs. This allows utility and 
industrial substation operators to gradually gain experience with PTP. 

1.    Challenges in substation timing
Time synchronisation has been required in substations for many years to ensure consistent time-
stamping of events, with a required accuracy of 1 millisecond (1 ms). More accurate time-stamping, in 
the order of 1 microsecond (1 µs), is now required for advanced substation automation applications 
such as wide area phasor monitoring and sampled value process buses. 
 
There are two main approaches for synchronising protection relays and other control devices:
•	 Dedicated timing systems that use stand-alone cabling and repeaters.
•	 Networked timing systems that use Ethernet networking cables and switches shared with other 

automation applications. 

The rest of this section discusses commonly used time synchronising systems and the benefits and 
disadvantages of each. 

1.1.    Dedicated timing systems
Time synchronisation systems in substations have historically used a separate distribution system 
with its own cabling (coaxial, twisted pair or fibre-optic). Two common methods in use are:
•	 IRIG-B time code, conveying time and date information along with synchronisation pulses; and
•	 1 Pulse Per Second (1-PPS), which is a very accurate synchronisation pulse that has no time of 

day or date information. 

Data communications between protection relays and the SCADA system have no influence on the 
accuracy of time synchronisation. Separate systems increase the cost of construction through 
extra cable, terminal blocks and documentation, and this can be significant for large transmission 
substations. 

Figure 1 shows the use of IRIG-B for time synchronisation and Ethernet for data transfer, however 
RS485 may be used in older substations in place of Ethernet. Twisted pair cable is used instead of 
coaxial cables in many substations for IRIG-B.
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Figure 1:  
Illustration of separate timing and communication networks in a substation automation system.

1.1.1.    IRIG-B
The time synchronisation method most commonly used in substations is the  IRIG-B  time code, 
which uses a dedicated distribution network. This time code can be transmitted as raw pulses over 
copper cables (coaxial or twisted pair) and fibre-optic cables, or as an amplitude modulated (AM)  
1 kHz carrier over coaxial cable. IRIG-B has been extended over the years, primarily by IEEE 
standards for synchrophasors (IEEE Std 1344-1995, IEEE Std C37.118-2005, and most recently 
IEEE Std C37.118.1-2011  ). These extensions provide information such as year, time zone offset 
from Coordinated Universal Time (UTC), daylight saving (Summer) time, and time quality that are 
essential for substation automation. Unmodulated IRIG-B is capable of sub-microsecond accuracy, 
however many client devices are limited to millisecond accuracy because of their designs. 
 
IRIG-B has a number of options for how the time code is formatted and transmitted. Unfortunately 
the time synchronisation requirements of the various vendors of substation equipment can be 
mutually exclusive and cannot be met with one IRIG-B signal. Such differences include whether 
modulated or unmodulated signals are used, and whether the time is referenced to local time or to 
Coordinated Universal Time (UTC).  

The various “flavours” of IRIG-B are known by code values, for example:
•	 B003: pulse width code (unmodulated), no extensions for year or IEEE extensions;
•	 B004: pulse width code (unmodulated), extensions for year and IEEE extensions;
•	 B124: amplitude modulated on 1 kHz carrier, extensions for year and IEEE extensions. 

Figure 2, reproduced from IRIG Standard 200-04, compares the unmodulated and modulated signals 
that are used in the IRIG-B time code. 

The time 
synchronisation 
method most 
commonly used 
in substations 
is the IRIG-B 
time code, which 
uses a dedicated 
distribution 
network.

IRIG Serial Time Code Formats, IRIG Standard 200-04, Range Commanders Council, Sep. 2004. 
 http://www.wsmr.army.mil/RCCsite/Documents/200-04_IRIG%20Serial%20Time%20Code%20Formats/200-04_IRIG%20
Serial%20Time%20Code%20Formats.pdf
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IEEE Standard for Synchrophasor Measurements for Power Systems,  IEEE Std. C37.118.1-2011, 28 Dec.  2011.  
http://standards.ieee.org/findstds/standard/C37.118.1-2011.html
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Figure 3:  
Graphical representation of 1-PPS signal specification.

Client devices, such as protection relays, need to be configured to match the master clock: UTC vs 
local time, fixed time zone fixed or set by IEEE extensions and so forth. The flexibility of configuration 
of protection relays varies significantly, even with protection relays from the same manufacturer. 
Some protection relays can be configured to accept almost all IRIG-B time codes, but many are 
limited in their flexibility. 

Other challenges faced by substation designers when using IRIG-B include: the burden (loading) on 
the time distribution network, transmission line termination, immunity to noise, galvanic isolation  
and wiring maintenance. The output capability of master clocks can range from 15 mA to 150 mA, 
but each make and model of protection relay presents a different load (typically 5 mA to 10 mA) to 
the master clock. This complicates the timing design with a moderate to large number of protection 
relays, such as in distribution or industrial substations with medium voltage (6.6 kV to 33 kV) metal-
clad switchgear. 

1.1.2.    One Pulse per Second (1-PPS)
One pulse per second (1-PPS) can be used to provide an accurate synchronisation reference, 
but does not include “time of day” information. This is sufficient for sampled value process bus 
applications at present, but time of day information is likely to be required in the future for event 
time stamping or cryptographic message authentication (to prevent replay attacks). The 1-PPS 
specification most commonly used for synchronising signals in substations comes from IEC 60044-8, 
and is referred to by the IEC 61850-9-2 process bus implementation guideline commonly referred to 
as “9-2 Light Edition”.  The draft IEC 61869-9 standard for merging unit communication retains 1-PPS 
over fibre-optic cable as an option for time synchronisation.
 
Figure 3 illustrates the 1-PPS pulse specification. The rise and fall time (tf) between the 10% and 
90% levels must be less than 200 ns, and the high time (th) must be between 10 µs and 500 ms 
(measured at the 50% level).

Figure 2:  
IRIG-B specification for the start of message reference and the data pulses (“0” and “1”) for 
unmodulated and modulated signals.

Instrument transformers - Part 8: Electronic current transformers, IEC 60044-8 ed1.0, 19 Jul. 2002.  
http://webstore.iec.ch/webstore/webstore.nsf/ArtNum_PK/28980?OpenDocument

Implementation guideline for digital  interface to instrument transformers using IEC 61850-9-2 (R2-1). UCA 
International Users Group, 7 Jul. 2004.  
http://iec61850.ucaiug.org/ Implementation%20Guidelines/DigIF_spec_9-2LE_ R2-1_040707-CB.pdf
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Figure 4:  
Network topology for NTP and PTP time synchronisation. PTP requires specific types of Ethernet 
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The propagation delay through copper and fibre-optic cables is approximately 5 ns per metre. This 
can become significant with extended cable runs and may require compensation by the connected 
devices. The 9-2LE guideline sets a limit of 2 µs “error” before compensation is required. This would 
result from approximately 400 m of cable, and many large transmission substations will have signal 
cable lengths in excess of this. Compensation is a manual process that requires specific cable 
lengths distribution repeater delays to be known for each connected device.  

A detailed study of propagation delay and how 1-PPS, IRIG-B and PTP compare can be found in 
Reference 1. 
 
1.2.    Networked timing systems
The Ethernet networks now widely used for substation automation systems can be used to 
synchronise the internal clocks of devices throughout a substation. This has the advantage of not 
requiring additional cabling, but does require support for suitable protocols by the various protection 
relays, power quality meters and other such devices. 

Two network-based protocols are commonly used: the Network Time Protocol (NTP), and the 
Precision Time Protocol (PTP). Both protocols, when used in substations, work through the 
exchange of messages over Ethernet. NTP and PTP can compensate for propagation delay through 
bidirectional communication. NTP is a more established standard and is widely used, but PTP offers 
greater performance through the use of special networking hardware. The topology, shown in Figure 
4, is the same for NTP and PTP.

1-PPS requires a dedicated distribution network, which can use metallic (coaxial or twisted pair) or 
fibre-optic (multi-mode or single-mode) cables.  

1.1.3.    Distribution and propagation delay
Distribution of IRIG-B and 1-PPS signals using electrical means is simpler than with fibre-optics 
since multi-drop connections can be used (provided the loading of the source is within limits), but 
this could result in potential rise between panels. Optical distribution ensures galvanic isolation and 
eliminates inductive or capacitive interference, but dedicated distribution repeaters are required 
to split the signal for each protection relay. The 9-2LE guideline for IEC 61850-9-2 requires time 
synchronisation to be performed using fibre-optic cable. This in turn requires the use of a pulse 
distributor or a clock with multiple outputs if there is more than one merging unit. 

Other communications bearers are supported by NTP and PTP for wide area networking applications, but this is outside 
the scope of this white paper. 
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A significant advantage of NTP over IRIG-B for general purpose time synchronisation is time is 
always transmitted with respect to UTC. This fits with standards such as IEC 61850 and IEEE 
Std 1815 (DNP3) that require event time stamps to be transmitted using UTC. If it is desired to 
display local time on the front panel of a protection relay then the local offset to UTC must be 
manually configured, along with any applicable Daylight Saving transition dates. NTP supports the 
simultaneous use of multiple master clocks by a client for more accurate and reliable operation. 
Unfortunately NTP does not achieve the microsecond-level accuracy required for synchrophasors 
and sampled value process buses. 

1.2.2.    Precision Time Protocol (PTP)
IEEE Std 1588-2008  specifies the second generation of PTP, which is also known as “PTPv2” or 
“1588v2”. This is capable of very accurate time synchronisation by using special Ethernet hardware 
that records the exact time a PTP synchronisation message is received at the Ethernet card. This 
information can compensate for the uncertainty introduced by real time operating systems and other 
processing delays in both the synchronisation master and the devices that are to be synchronised. 
The time-stamping hardware does not affect the operation of any other protocols running over 
Ethernet, and so the same port can be used for IEC 61850, DNP3, IEC 60870-5-104, Modbus/IP and 
other substation automation protocols. The PTP-specific hardware does marginally increase the cost 
of Ethernet switches. Native support for PTP is only available in the latest generation of protection 
relays, and may be an option to be specified at the time of order (depending on the vendor). 

PTP supports multiple master-capable clocks, but these vote amongst themselves to choose a single 
clock to be the “grandmaster”. If the grandmaster fails or suffers degraded performance any other 
master-capable clock on the network will step up to be the grandmaster if it has better accuracy. 
The time required for this does vary, however if PTP settings (known as a “profile”) optimised for the 
power industry are used this is usually less than 5 seconds. 

2.    Introduction to the Precision Time Protocol
The Precision Time Protocol is extremely flexible and can be used for a range of time  
synchronisation applications, with the accuracies of 10 ns achievable with commercially available 
networking equipment. 

Extra accuracy was achieved with PTPv2 with the introduction a special type of Ethernet switch 
called a “transparent clock”. Transparent clocks measure the “residence time” of synchronising 
messages. This is the time taken for an Ethernet frame to transit the switch, which will vary with 
network load, and pass it on to downstream devices. This compensates for switch latency due to 
other network traffic and significantly improves the performance of PTP when a shared Ethernet 
network is used. The use of transparent clocks means that PTP network traffic does not need to be 
prioritised over other traffic, simplifying the network design. 

The Precision 
Time Protocol 
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be used for a 
range of time 
synchronisation 
applications
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purpose time 
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Both networked protocols support multiple master clocks, which improves redundancy and  
reliability of a substation time synchronisation system. In addition, multiple master clocks allows 
maintenance to take place without taking the timing system (and any dependent protection 
equipment) out of service. 

1.2.1.    Network Time Protocol (NTP)
In recent years the Network Time Protocol (NTP) running over Ethernet networks has been adopted 
for substation use. The combination of commercially available NTP servers (clocks) and clients 
(protection relays) can achieve accuracies of 1-4 ms, but this requires care to be taken in the design 
of the Ethernet network to minimise packet delay variation.

IEEE Standard for a Precision Clock Synchronization Protocol for Networked Measurement and Control Systems, 
IEEE Std. 1588-2008, 24 Jul. 2008. http://standards.ieee.org/findstds/standard/1588-2008.html
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Figure 5:  
PTP network with a master clock, transparent clock/switch and range of slave clock devices.
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2.1.    PTP terminology
IEEE Std 1588-2008 defines a number of terms for PTP time synchronisation systems.  
The key terms are:
•	 grandmaster clock: the clock that is the ultimate source of time for synchronisation using PTP, 

and usually has a GPS (or other satellite system) receiver built in.
•	 master clock: a clock that is the source of time that other clocks on the network synchronise to.
•	 slave clock: the end-user of PTP, which may be a protection relay with native support for 

PTP or a translation device (such as Tekron’s PTP Translator) that generates a legacy time 
synchronisation signal such as IRIG-B or 1-PPS.

•	 transparent clock: an Ethernet switch that measures the time taken for a PTP synchronisation 
message to transit the device and provides this information to clocks receiving the PTP  
event message.

•	 boundary clock: a clock that has multiple PTP ports and may serve as a source of time, i.e. be a 
slave clock to an upstream source and a master clock to downstream devices. 

A timing network needs at least one grandmaster and one slave clock, however in all but the 
most trivial situations, Ethernet switches will be required. Ethernet switches in a PTP network will 
generally be transparent clocks, as this is the simplest configuration. It is however possible for 
many Ethernet switches with PTP support to act as boundary clocks, sometimes giving a better 
performance (this will vary between makes and models). Figure 5 illustrates a PTP timing network 
with a range of devices. The grandmaster in this example has the ability to fall back to using PTP 
messages from a wide area network if the satellite receiver fails (at which point it becomes a 
boundary clock). Two types of slave clock are used: protection relays with native support for PTP, 
and translator devices that regenerate conventional time codes such as IRIG-B and 1-PPS for devices 
that do not support PTP.

2.2.    PTP Messages 
PTP, when used with the Power System Profile, uses four classes of message to perform time 
synchronisation. These are: 
1.      Sync messages. These contain the time value from the master clock in the form of the number  
         of seconds and nanoseconds since midnight on 1 January 1970. 
2.     Peer Delay messages. These are exchanged between neighbours to estimate the propagation  
         delay of each path between devices. The Peer Delay mechanism uses two or three  
        separate message types to measure the propagation delay (depending on one-step or 
         two-step operation). 
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Figure 6:  
Graphical representation of Sync message travelling through a PTP network. 
 
Peer Delay (Peer Delay Request, Peer Delay Response and Peer Delay Follow Up) messages are 
exchanged between neighbours, and are not passed on.

Each transparent clock records the propagation delay of links between itself and it’s immediate 
peers.  As a Sync message passes through a transparent clock, the clock calculates a local correction 
value by adding the propagation delay of the link the message arrived on and the residence time 
of the message within the clock. This local correction value is then added to correction field of the 
corresponding Follow Up message.  When the messages arrive at the slave clock it adds its recorded 
link propagation delay to the correction value which then represents the total time taken for the Sync 
message to travel from the Master to the slave, the path delay. 

Because the total path delay value is contributed to by each component in the path the sync 
message takes, the peer-to-peer mechanism used in the Power Profile is very responsive to changes 
in network topology. It is important to note that while the Follow Up messages may look identical, 

Figure 7:  
Peer Delay messages are exchanged across each link in the network and are not propagated. 
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3.     Follow Up messages. These contain the precise time stamp of when the previous Sync message  
        was sent, along with Correction information. The Correction is the sum of the transparent clock  
        residence times and propagation delays been the grandmaster and that point in the network,and  
        is represented as nanoseconds and fractions of nanoseconds. 
4.     Announce messages. These are information messages transmitted by the grandmaster that  
        provide details of time accuracy of the reference (e.g. GPS receiver) and other PTP  
        protocol information. 

Figures 6–8 illustrate how the flow of messages in a small network using two-step clocks (as 
most commercially available devices do not support one-step operation). The Sync messages are 
transmitted unaltered by the transparent clocks. ta (as per the figure) represents the time at the 
grandmaster clock. Announce messages are treated the same way.
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IEEE Standard Profile for Use of IEEE 1588 Precision Time Protocol in Power System Applications, IEEE Std. C37.238-
2011, 14 Jul. 2011. http://standards.ieee.org/findstds/standard/C37.238-2011.html
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2.3.    “One-step” and “two-step” operation
PTP relies on knowing exactly when a PTP Sync message (this is the primary message that transfers 
time) is transmitted and when it is received by the Ethernet interfaces of slave clocks. The exact 
time a message is sent is not known until it is sent. The special time-stamping hardware in an 
Ethernet interface that supports PTP then makes this information available to the host CPU in the 
grandmaster. A Follow Up message is sent that conveys this precise time-stamp to all the client 
devices. Transparent clocks add their estimate of delays through the network into the “correction” 
field of the Follow Up message. The combination of Sync and Follow Up messages is called “two 
step” operation. 
 
PTPv2 introduced support for Ethernet hardware that could modify a PTP message on the fly, 
updating the accurate time-stamp as it was transmitted. This mode of operation avoids the need for 
Follow Up messages, and is called “one step” operation. A one step grandmaster clock transmits the 
precise time stamp in the Sync message and transparent clocks provide network delay estimates in 
the correction field of the Sync message rather than in the Follow Up message. This reduces network 
traffic, but does require more sophisticated Ethernet hardware. 

PTP systems may include a combination of one-step and two-step grandmaster clocks, and a 
combination of one-step and two-step transparent clocks. Slave clocks will need to take into 
account the correction information that has been inserted directly into Sync messages by one step 
transparent clocks and the updated information sent in Follow Up messages by two step  
transparent clocks. 

2.4.    The PTP Power System Profile
The PTP standard allows for a number of options, and as with IRIG-B, some options are mutually 
exclusive. PTPv2 introduced the concept of “profiles” that restrict the available options and may 
mandate certain features for specific applications. 

Figure 8:  
Follow Up messages contain information updated by transparent clocks in the network. Follow Up 
messages will differ throughout the network, reflecting the different network delays to each node.

they will be different at each point in the network. Transparent clocks alter the contents of the 
message while retaining the original source address of the grandmaster. 
In Figure 8 tb is the actual time the Sync message left the grandmaster clock and will be close, but 
not identical, to ta. Each slave clocks knows when it received the Sync message, and by using the 
precise time stamp and correction information can compensate for variable network delays.
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Slave Clocks use actual sending
time-stamp of Sync message (tb)
and correction information, Crx,
(sum of ttc and tp along the way)
to correct for network delays.

Correction messages combine the path elay
information from Peer Delay messages and the 
measured residence time of Sync mesages.
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          + tp2 + ttc2 + tp3
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          + ttc3 + tp6
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          + tp2 + ttc2 + tp3

          + ttc3 + tp7
Slave Clocks use actual sending
time-stamp of Sync message (tb)
and correction information, Crx,
(sum of ttc and tp along the way)
to correct for network delays.

Correction messages combine the path elay
information from Peer Delay messages and the 
measured residence time of Sync mesages.
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2.5.    Benefits and issues resulting from PTP and the Power Profile
The Power Profile provides a number of significant benefits for substation automation systems:
•	 Synchronisation accuracy is not affected by other network traffic, provided PTP messages are 

not lost due to overloading. This allows the same network infrastructure to be used for PTP and 
for synchrophasors, sampled value process buses, IEC 61850 (GOOSE and/or MMS), DNP3 and 
so forth.

•	 PTP messaging rates have been optimised to meet the 1 µs performance requirement of power 
system applications without placing excessive traffic on the shared network, or requiring overly 
complex slave clocks.

•	 Fibre-optic or twisted pair Ethernet can be used, and it is a matter of selecting Ethernet 
switches with the appropriate port configuration.

•	 A single time reference is used, so there are no configuration issues regarding UTC or local time. 
All Power Profile devices use International Atomic Time (TAI), which avoids leap seconds and 
daylight saving time issues.

The power industry has a profile, IEEE Std C37.238-2011, that provides a set of optimised parameters 
and minimal options to deliver accuracy better than 1 µs with network topologies typically found in 
substation automation systems. This “Power Profile”  also defines a Management Information Base 
(MIB) for the Simple Network Management Protocol (SNMP) that allows key parameters of Power 
Profile devices to be monitored with industry standard network management tools. The “health” and 
performance of a time synchronisation system can be monitored in real-time, with alerts raised if 
there are any issues or abnormalities.  

This profile incorporates performance criteria for transparent clocks that require no more than 50 ns 
of error be introduced by each transparent clock. This is to ensure that the 1 µs performance target 
is met with 16 Ethernet switches (e.g. a ring network topology), while allowing for up to 200 ns of 
GPS clock error. This covers most substation networks that use a ring (as opposed to star) topology. 

The Power Profile requires that “peer to peer” transparent clocks be used for all Ethernet switching 
of PTP messages, and that all messages transmitted using multicast “layer 2” Ethernet frames. 
“Peer to peer” means that each PTP device exchanges messages with its neighbour to measure 
the path delay between them, rather than each slave clock communicating directly with the active 
grandmaster clock. The overall network delay is calculated by adding together the path delays and 
switch residence times between the grandmaster and each slave clock. This has two benefits:
•	 The network traffic seen by the grandmaster clock does not increase as the network gets larger. 

The grandmaster only communicates bidirectionally with the Ethernet switch (transparent clock 
or boundary clock) that it is connected to.

•	 The PTP system automatically compensates if a network link fails and an alternative path is 
used. Path delays are measured on all network links, even those that are blocked to normal 
traffic by spanning tree protocols. 

Not all manufacturers of PTP equipment support the C37.238 “Power Profile” (all Tekron’s PTP 
devices do support it), however the “default” peer-to-peer profile specified in Annex J.4 or IEEE 
Std 1588-2008 can achieve the required accuracy if configured appropriately. If non Power Profile 
devices are used there is no guarantee that information useful for substation applications, such as 
time error and local time zone offset, will be made available to client devices, or that performance has 
been tested and found to meet accuracy specifications (Annex J.4 does not specify performance). 

Boundary clocks can be used to “translate” between PTP profiles. One such application would be to 
translate between the ITU-T Rec. G.8265.1 Telecommunications Profile (used for wide area networks 

Not all 
manufacturers  
of PTP 
equipment 
support the 
C37.238  
“Power Profile”
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Not all PTP 
grandmaster 
clocks or slave 
clocks (including 
translators) are 
designed for use 
in high voltage 
substations, even 
though they may 
support the 
Power Profile.

The Power 
Profile provides 
a number  
of significant 
benefits for 
substation 
automation 
systems

•	 The Power Profile transmits the local time offset, so there is no need to configure the local 
time zone on protection relays. In addition, any changes to the dates of operation of daylight 
saving time only need to be made to the grandmaster rather than to every protection relay. 
The mechanism used is defined in IEEE Std 1588, so is compatible with devices that may not 
necessarily support the Power Profile.

•	 Redundant grandmaster clocks can be used, with automatic failover if the active grandmaster 
suffers loss of network connectivity or degradation of performance.

•	 Protocols that enable redundant Ethernet connections, such as Rapid Spanning Tree Protocol 
(RSTP), Parallel Redundancy Protocol (PRP) and High-availability Seamless Ring (HSR), can be 
used to improve the reliability of network connections between PTP devices.

•	 Networks can be expanded without placing undue network load on the grandmaster clock.
•	 Propagation delays resulting from long cable runs are automatically compensated for, avoiding 

the need to hand-tune merging units and phasor measurement units in the field.  

For more detail on performance testing of redundant grandmaster clocks refer to Reference 2. The 
paper shows the effectiveness of PTP dealing with network outages and loss of GPS reception by 
grandmaster clocks. 

PTP is a moderately complicated protocol and some steps need to be taken to ensure a time 
synchronisation system will meet expectations, and some additional risks are introduced into the 
substation automation system. Points to note are:
•	 Ethernet switches used for PTP with the Power System Profile should have specific Power 

Profile support if time error reporting is to be meaningful. Not all peer to peer transparent  
clocks will meet the requirement to introduce no more than 50 ns of error, or be able to estimate 
time inaccuracy.

•	 There is limited native support for PTP in protection relays, but this is improving. A number of 
manufacturers have released protection relays with PTP support since 2013, but this may be an 
option that must be specified at the time of order.

•	 Not all PTP grandmaster clocks or slave clocks (including translators) are designed for use 
in high voltage substations, even though they may support the Power Profile. Substation 
equipment should be tested for higher levels of electromagnetic compatibility (EMC) than office 
or light industrial equipment.

•	 Time synchronisation is critical to the operation of synchrophasor monitoring and most sampled 
value process buses. It is essential that only authorised people have the ability to change 
the configuration and operation of PTP clocks, either through dedicated configuration tools, 
embedded web servers or via SNMP. If clocks can be configured from the front panel then this 
should require the use of a password. Policies and procedures in place for protection relay 
configuration management should be adopted for timing systems (master clocks, transparent 
clocks and boundary clocks).

•	 There are many PTP profiles, each optimised for certain applications. The needs of substation 
automation systems are best met by the Power Profile, but default profiles may work, but with 
no certainty that this is the case. Other application specific profiles, such as the Telecoms Profile 
or IEEE Std 802.1AS Audio Video Profile, are most likely not going to work as the application 
requirements are simply too varied. 

3.    Example PTP solutions
In this section two examples of how to use PTP in a substation environment will be presented. The 
first will be for a completely new installation (a “greenfield” project) and the second is for a retrofit 
at an existing substation (a “brownfield” project). In addition, while not directly related to PTP, a 
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Figure 9:  
Single line diagram of a 330/132 kV substation with a “breaker and a half” 330 kV switchyard and a 
folded bus 132 kV switchyard.

redundant network design example is presented. This design supports PTP while achieving the 
common industry requirement that control will not be lost of more than one high voltage bay if any 
single item of control equipment or network link fails. 

3.1.    PTP timing in a new substation automation system
Many modern protection relays incorporate IEEE Std C37.118.1 (or its predecessor standards)  
Phasor Monitoring Unit (PMU) functionality, however this requires a time synchronisation source 
with microsecond-level accuracy. This has historically required the use of an IRIG-B time distribution 
system since NTP does not meet the accuracy requirements. A number of vendors are now selling 
relays with native PTP support, which simplifies the installation requirements. NTP can be retained 
as the synchronising method for relays that require millisecond-level accuracy for sequence of  
event logging. 

In this example a moderate sized 330/132 kV substation is used to demonstrate the simplicity of PTP. 
Phasor monitoring is application requiring highly accurate timing synchronization, but applications 
such as shared-Ethernet sampled value process buses can also take advantage of the same 
approach. The electrical layout of the substation is shown in Figure 9. 
 
Utilities generally take one of two approaches to the design of the substation control buildings: either 
a single control room with all protection and control equipment inside, or modular control buildings 
(usually prefabricated off-site) that are placed in the switchyard. This will determine the topology of 
the Ethernet network and the level of redundancy required. In this example the network is designed 
so the 330 kV and 132 kV control equipment are installed in separate buildings. For the sake of 
clarity only some devices are shown in Figure 10. Redundant connections are not used, and only one 
protection scheme is shown.  

GE “UR” series relays have been selected for this example as these have built-in PMU functions  
and support PTP for high accuracy time synchronisation that is required (rather than requiring 
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Figure 10:  
Network topology for 330/132 kV substation with a central communications building and two 
protection/control buildings.

Ethernet switches are used to distribute PTP message throughout the substation, along with  
IEC 61850, DNP3, HTTP, SNMP and any other protocols that are used. PTP traffic is so low in volume, 
approximately 420 bytes per second, that there is no impact on the rest of the network. Figure 11 
shows a Wireshark capture of PTP traffic from a Tekron grandmaster clock transmitting one Sync 
(red), Follow Up (magenta), Announce (blue) and Peer Delay Request (green) per second, and 
responding with one Peer Delay Response (yellow) and Peer Delay Response Follow Up (tan)  
per second. This two step mode of operation creates the most PTP network traffic, and so is the 
worst case.

The primary source of time is the Grandmaster Clock with a satellite receiver. It is recommended that 
the PTP grandmaster clock is also an NTP master clock, as NTP can be used by automation servers, 
SCADA gateways, energy meters and protection relays that require millisecond-level accuracy.  
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The “Root Switch” is the centre of the substation Ethernet network. This is where “whole of 
substation” services, such as SCADA gateways (to control centres), operator interfaces (HMIs), 
security systems and engineering workstations connect to the LAN. In this design there are two 
additional switches, one each for the 330 kV and 132 kV protection equipment. This reduces the 
number of Ethernet cables required to communicate with protection relays. Local switches in each 
control building enables horizontal communication between protection relays (e.g. GOOSE messages 
for bus zone tripping and CB fail initiation) to remain in service if the network link to the central 
communications building fails. 

The number of Ethernet switches used in a network is a balance between:
•	 flexibility: more switches means more ports
•	 reliability: there is a greater chance of failure of a single switch if more are in service
•	 robustness: if a switch fails, how many items of HV plant will you lose control of? 

Existing network design philosophies used by utilities can be applied to PTP. The Power Profile 
copes very well with redundant paths and failover using spanning tree protocols such as RSTP 
because all path delays are measured, even on the “blocked” ports. When PTP messages travel  
over an alternate path the Correction field in the Follow Up and/or Sync messages will reflect the 
delay in this new route. 

One consideration to make when designing a PTP network is whether the Ethernet switches operate 
as transparent clocks or boundary clocks. The transparent clock is the simplest mode of operation, 
which can make fault finding with network capture tools (such as Wireshark) more straightforward. 
The advantage of Boundary clocks is that they provide a degree of isolation between the upstream 
grandmaster and downstream slave clocks. This is because they maintain a true clock internally, 
rather than just estimating residence times. 

Consider the the case of a network failure between the root switch and the 132 kV switch. If the 
132 kV switch was a transparent clock, each slave device (the protection relays) will “drift” away 
from the true time, and from each other, due to unavoidable manufacturing variations in their 
internal oscillators. The rate of drift depends upon a range of factors, including the quality of the 
oscillator and local temperature changes. If the outage is prolonged then the clock error between the 
individual 132 kV protection relays may become significant. This is similar to the situation where an 
IRIG-B cable was broken in a conventional timing system. 

Existing  
network design 
philosophies 
used by utilities 
can be applied 
to PTP

Figure 11:  
PTP network traffic transmitted by a two step grandmaster clock.
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Figure 12:  
General arrangement of 330/132 kV substation using conventional time synchronisation equipment.

The utility has a project in place to add three more “diameters” of breaker-and-a-half switchgear 
to the 330 kV switchyard, along with an additional 330/132 kV transformer. Another control 
building will be installed to house the protection relays and other control equipment. While it would 
be possible to loop the IRIG-B signal from 132 kV Control Building 1, the total path is long and 
introduces time error due to propagation delay. This “brownfield” expansion is an opportunity to 
gain experience with PTP. 

If however the 132 kV Ethernet switch is a boundary clock, each downstream slave device will 
synchronise to the internal clock of the boundary clock. In normal operation this internal clock will 
be synchronised to the upstream grandmaster clock in the communications building. If the network 
connection to the grandmaster is lost the protection relays will remain synchronised to the boundary 
clock. The local time in the boundary clock will slowly drift away from the grandmaster, and hence 
the slave clocks will drift too—but at exactly the same rate. The quality of the internal clock 
references in the protection relays is now less important, as it is only the internal oscillator in the 
boundary clock that determines the drift rate.  

3.2.    Replacing an IRIG-B distribution system with PTP
There are times where it may be desirable to replace an existing time distribution system or to adopt 
new technology when extending a substation. This example looks at an extension of a transmission 
substation where an additional control building is required. The existing substation uses Ethernet for 
communication with protection relays and uses IRIG-B time codes to synchronise the clocks of the 
protection relays. Fibre-optic cable is used for both Ethernet and IRIG-B as this provides the best 
immunity to interference and the safety of galvanic isolation. Isolated Timing Repeaters (ITRs) are 
used to convert the optical IRIG-B time code signals back to electrical forms that can be used by the 
protection relays.  

Figure 12 shows the general arrangement of a 330/132 kV substation prior to its expansion, with the 
primary equipment, control buildings and communication cabling shown.
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Figure 13:  
General arrangement of extended substation with an extra transformer, switchgear and  
control building.

No compensation of propagation delay is needed for devices in the new control building as 
this is taken care of automatically by the peer-delay mechanism specified by the Power Profile. 
This simplifies the configuration and commissioning of PMUs and other applications that need 
microsecond-level accuracy.

A refinement to the panel design might be to install a PTP translator in each panel, rather than 
having inter-panel IRIG-B cabling. Many utilities have adopted the practice of eliminating metallic 
communications cables between panels, and this can be achieved through the use of PTP over fibre-
optic Ethernet—the same Ethernet that is being used to communicate with protection relays.
Figure 14 shows conventional time synchronisation with AM and unmodulated IRIG-B time code 
signals. Ethernet connections to each relay are used for control purposes, however this could be 
DNP3 or IEC 60870-5-101 over RS485 in an older automation design.

Very little equipment needs to be replaced. If the GPS master clock cannot support PTP  then it must 
be replaced. The Tekron TCG 01-G selected for this example supports all existing time codes as well 
as PTP and NTP. If the main Ethernet switch (the “root” switch) does not support the Power Profile 
then it must be replaced with one that does, such as the GE MultiLink ML3000. The configuration of 
the old switch should be documented so all VLAN and multicast filter definitions, port configurations 
and SNMP monitoring settings can be replicated. 

The final step is to use a PTP Translator in the new control building rather than an Isolated Timing 
Repeater (ITR). This converts the PTP signal back to IRIG-B (modulated and/or unmodulated), 
allowing the standard protection design to be used for the expansion. Any Ethernet switches 
installed in the new control building need to be Power Profile transparent clocks or boundary clocks. 
Figure 13 shows the layout of the upgraded substation. It is worth checking to see if the protection 
relays used in the utility’s standard design have been updated by the manufacturer to support PTP. 
This provides another opportunity to gain experience with PTP without changing tried and tested 
protection designs.

 Activating PTP on a Tekron clock may be as simple as getting a licence code if your clock has an Ethernet port.8

8
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Adopting PTP for brownfield developments gives utilities and system integrators the opportunity to 
gain experience with PTP in a gradual manner. Having PTP infrastructure in place then provides a 
test-bed for to evaluate new and revised protection relays that have native support for PTP. 
If a utility is moving to Ethernet in the substation for the first time then it is prudent to investigate 
the use of Ethernet switches that support the PTP and the Power Profile. Revisions to protocols 
can be made through firmware updates in the future, but these are dependent upon having PTP 
hardware support in the first place. 

The use of PTP for time synchronisation within a substation then allows inter-panel communications 
to use fibre-optic cable. PTP slave clocks, such as Tekron’s PTP Translator, are used to generate 
conventional time codes at each panel. Local generation of IRIG-B time codes means that each panel 
can have a different format or time zone, giving greater flexibility that is currently possible with a 
single IRIG-B source. Figure 15 shows how PTP can be used to distribute time to existing protection 
relays with translators and to upgraded protection relays with native support for PTP.

Figure 15:  
PTP time synchronisation within a substation using a combination of stand-alone slave clocks (PTP 
translators) and protection relays with built-in support for PTP.
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Figure 14:  
Conventional time synchronisation and communication connections.
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3.3.    Network design to support redundancy and PTP
Section 3.1 described the PTP aspects of a network for a new substation. This section presents a 
design philosophy that supports PTP and can form the basis of a substation LAN. The fundamental 
principles are:
•	 The failure of any device or network link does not result in the loss of control of more than one 

bay of HV switchgear.
•	 Fully redundant duplicate protection is used, often referred to as Main1/Main2, A/B or X/Y 

protection.
•	 Switchgear is controlled by one of the protection relays and not through dedicated bay 

controllers. 

There are a number of options for achieving this, and there are advantages and disadvantages for 
each:
•	 Rapid Spanning Tree Protocol (RSTP) ring or mesh networks. Supported by most, if not all, 

substation Ethernet switches. The time required for the network to recover following an outage 
is not defined. Networks can take some time to stabilise, especially if there are meshes rather 
than rings.

•	 Parallel Redundancy Protocol (PRP) duplicated networks. No loss of data for a single link or 
switch failure, and straightforward design. Requires specific support or the use of a “redundancy 
box” (also called a “redbox”), and an increased number of switches are required. 

•	 High-reliability Seamless Redundancy (HSR) ring networks. No loss of data for a single link 
or switch failure, and avoids need for extra switches. Is limited to a ring topology and requires 
specific support by connected devices (e.g. PTP clocks and protection relays) or the use of a 
redbox to connect non-HSR devices into the ring. 

The example presented in this section uses PRP and avoids “bay switches” or “diameter switches” 
often used to limit the loss of control following network failure. In some situations PRP can reduce 
the number of Ethernet switches required compared to an RSTP-based design. 

The “X” (this may be called “Main 1” by some utilities) protection is implemented using the GE 
UR series of protection relays, as these support PTP, PRP and local control of switchgear. The X 
protection will provide control and phasor monitoring functions in addition to protection. The “Y” (or 
“Main 2”) protection is implemented using relays from other vendors that support PTP or NTP for 
time synchronisation.
Figure 16 shows the network topology. The two parallel networks in PRP are referred to as “A” and “B” 
paths, both of which are active at all times. RSTP works by blocking backup links to avoid circulating 
messages, and these are shown a dashed line between Root Switch 2 and the Y Switch. Some SCADA 
gateway computers use “fail over” networking, where a second Ethernet port is kept disabled unless 
the primary link fails. These standby links are shown as dashed lines too.
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Substation rated Ethernet switches are now available with high port density, avoiding the need for 
“breakout” switches in relay panels. In smaller substations the protection switches (X1, X2 and Y in 
the figure above) may not be required, and conversely in large substations it may be useful to have 
a set of X1, X2 and Y switches for each voltage level. Regardless of the topology, the use of Ethernet 
switches with PTP transparent or boundary clock capability will allow PTP clients to be connected at 
any location in the network.

It is expected that substation gateways will eventually support PRP natively, allowing both links to 
remain active at all times. Similarly, Switch Y could provide “Redbox” (redundancy box) functionality 
for the Y protection relays, taking care of de-duplication of frames.
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Figure 16:  
Redundant network architecture using PRP for network control, with duplicate  
protection systems.
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The TCG 01-G has the following features that make it suitable for substation use:
•	 Time synchronisation using GPS and GLONASS satellite constellations.
•	 Temperature compensated oscillator (TCXO) for very stable clock output and good hold-over 

performance if satellite synchronisation is lost.
•	 Support for PTP and the Power Profile, both as a grandmaster and as a slave clock. The clock 

supports both one and two step operation.
•	 Network Time Protocol (NTP) and Simple Network Time Protocol (SNTP) Version 4 (RFC 5905) 

for protection relays, servers and other devices that do not require the accuracy of PTP.
•	 Isolated DC power supply (3.5 kV) with 24 V, 48 V and 110–250 V options to suit most substation 

DC supplies.
•	 Two isolated (to 2.5 kV) pulse output ports that can be used for existing timing designs (e.g. 

1-PPS or IRIG-B) with fibre-optic, RS422, TTL or HV MOSFET options, as well as a separate AM 
IRIG-B output. The TTL ports have high drive current (150 mA), capable of driving IRIG-B inputs 
of more than 20 typical protection relays.

•	 Support for management by SNMP (versions 1, 2C and 3) with standard, C37.238 and Tekron 
specific MIBs.

•	 Cyber-security features to support NERC CIP requirements, including authentication for SNMP 
access (USM MIB) and multi-level password protection.

•	 Small form factor and low power consumption. Two clocks can fit into a 1RU panel space. 

160 mm

4
0

 m
m

4.    Tekron PTP offerings
4.1.    Precision Time Protocol product range 

Tekron have a range of timing products that are capable of simultaneously supporting PTP and the 
generation of legacy timing protocols. This allows utilities to gradually adopt PTP without sacrificing 
their existing designs. Key products are listed below. 

4.1.1.    TCG 01-G GNSS clock (19” rack mount)
The TCG 01-G is Tekron’s entry-level substation master clock, suitable for use in industrial, 
distribution, sub-transmission and transmission substations.

Tekron have a  
range of timing 
products that 
are capable of 
simultaneously 
supporting 
PTP and the 
generation of 
legacy timing 
protocols
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(default, Power or Telecom Profiles) and for NTP.
•	 Oven-control oscillator (OCXO) option for even greater frequency stability and hold over 

performance.
•	 Multiple T1/J1/E1 frequency outputs and multiple 10 MHz outputs, suitable for driving wide area 

networking and telecommunications equipment. 

The optional second Ethernet port on the TCG 02-G can be configured as a PTP Telecom Profile 
slave clock to provide an alternative source of time to the GNSS receiver. This allows a utility to use 
their WAN either as the primary time reference or as a backup to the GNSS receiver. You can also 
setup the Ethernet ports so that all the configuration is done via the ADMIN/ETH1 port and have 
no configuration via ETH2. Both ports still act as full time servers. This is ideal for separating your 
substation time sync and admin networks for increased security. While maintaining the ability to have 
PTP backup on the admin/Eth1 port. 

4.1.3.    TTM 01-E clock (DIN mount)
Tekron offers the DIN-rail mounted TTM 01-E GPS clock for applications where space is at a 
premium. This is a full master clock with built in GPS receiver, two isolated pulse outputs, NTP server 
and PTP master/slave capability. The TTM 01-E can also use PTP (as a slave clock) to backup its 
GPS receiver.  
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m
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Fitted

Option 3
Fitted

It has all the features of the TCG 01-G (except that it is a full-rack clock), along with the  
following options:
•	 Dual power supplies, Isolated DC power supplies, with 24 V, 48 V and 110–250 V options to suit 

most substation DC supplies. AC option is also available.
•	 Additional IRIG-B output ports.
•	 Additional Ethernet port that can be used as a PTP output (default or Power profiles), PTP input 

4.1.2.    TCG 02-G GNSS clock (19” rack mount)
This is an expandable version of the TCG 01-G with extra capability that may be desired for 
transmission substations. 
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The PTP Translator has an isolated output that will generate TTL pulses (IRIG-B or 1-PPS) with 150 
mA drive, and an optical output is compatible with the UCAIug Implementation Guideline for 61850-
9-2 (“9-2 Light Edition”). A second electrical output capable of generating TTL, AM IRIG-B, RS232 
levels, or an HV MOSFET is optional. The . The Ethernet connection is available as either copper 
100BASE-TX (RJ-45 connector) or fibre-optic 100BASE-FX (ST connector).

4.1.5.    Isolated Timing Repeater (DIN mount)
There may be times when more additional outputs or encodings are required than can be created 
with the PTP Translator alone. The Isolated Timing Repeater (ITR) is a device that can be used to 
boost, split or change traditional time code signals. 
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The ITR can convert:
•	 copper to copper (low-voltage copper and high voltage MOSFET models), 
•	 copper to fibre (low-voltage fibre model), or
•	 fibre to copper (low-voltage fibre model).
 
Substations are noisy electrically, and a repeater such as the ITR can be used to either “clean up” 
time code signals, or drive the signal over optical fibre to avoid electrical interference. 

4.1.4.    PTP Translator (DIN mount)
The brownfield substation example in Section 3.2 showed an application where there was a need 
to convert from PTP to IRIG-B and 1-PPS. The Tekron PTP Translator is a small DIN-rail mounted 
converter for this exact function.
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Performance 
and security is 
important for 
substations.

Tekron products 
are designed 
from the ground 
up for the power 
industry, and 
timing is all that 
Tekron do.

4.2.    Features that differentiate Tekron offerings
Tekron products are designed from the ground up for the power industry, and timing is all that 
Tekron do. Substations are harsh electrical environments, with high levels of noise on signal lines  
and power supplies. Working closely with utilities around the world and understanding their needs 
is a core part of the product design process. There are a number of features that distinguish  
Tekron’s clocks: 
•	 High current isolated outputs (150 mA per output isolation level). Protection relays generally 

have IRIG-B burdens of 3  mA to 10 mA. Distribution and industrial switchboards may have up to 
30 protection relays, and this can overload  the output of some other clocks.

•	 Isolated power supplies with low power consumption. Thermal load of panels is a concern 
for circuitry designers, especially with a move toward more compact racks and transportable 
control buildings. Tekron rack-mount clocks draw 6 W (no options fitted) or 12 W for the  
TCG 02-G with an expansion card. DIN-rail clocks draw a maximum of 4 W.

•	 Small form factor. The TCG 01-G is small enough that two clocks can be fitted into a single 1RU 
panel space. In addition, these clocks are only 155 mm deep, which avoids conflict with cable 
ducts and does not impede convection cooling. Low weight (0.8 kg for the TCG 01-G, and 2 kg 
for the TCG 02-G) reduces the stress on rack mounting ears. The DIN rail mount clocks are 
comparable in size to terminal blocks and can be installed either inside or alongside the control 
equipment that requires timing signals. 

Performance and security is important for substations. The following features make Tekron clocks 
particularly suitable for critical infrastructure applications:
•	 Fast power up. Tekron clocks do not have a complicated operating system that takes several 

minutes to boot. The clock is ready to work a few seconds after the power is turned on, and the 
GNSS receiver will generally achieve satellite lock in less than one minute from a “cold start”.

•	 Cyber-security features are built in. Several levels of password protection are provided in 
the configuration tool and SNMP authentication is supported. There are no web servers or 
command line interfaces to compromise in Tekron clocks. All configuration is performed using a 
dedicated tool that communicates with the clocks using encrypted Ethernet messages.

•	 Tekron clocks cannot be configured from the front panel. This reduces the chance of 
configuration changes being made without authorisation or appropriate management-of-change 
procedures being followed. The status display on the front panel of the TCG 01-G and TCG 02-G 
clocks provides useful information to technicians and engineers in substations, confirming the 
correct time and status of the GNSS receiver, without requiring a computer connection to the 
clock. The TTM 01-E and PTP Translator have LEDs to show their operating status.

•	 The latest generation of Tekron master clocks have true GNSS (Global Navigation Satellite 
System) receivers that use both GPS (USA) and GLONASS (Russian) satellites. This increases 
accuracy and robustness, and significantly increases the difficulty of “spoofing” a time signal. 
 

The ITR can convert:
•	 copper to copper (low-voltage copper and high voltage MOSFET models), 
•	 copper to fibre (low-voltage fibre model), or
•	 fibre to copper (low-voltage fibre model).
 
Substations are noisy electrically, and a repeater such as the ITR can be used to either “clean up” 
time code signals, or drive the signal over optical fibre to avoid electrical interference.



24

5.    Conclusion
An Ethernet network-centric design for substation protection and control reduces costs for design, 
construction and maintenance. The Precision Time Protocol, particularly when used with the Power 
Profile, overcomes many of the time synchronisation difficulties faced in substation automation 
systems and is consistent with the design trend for Ethernet-based substation communication.
Tekron has over ten years’ experience building time synchronisation products for the power industry. 
Tekron’s range of PTP clocks and support devices have been built primarily for use in substations, 
not as an after thought. This experience has been used to create a range of PTP products that 
enable utility and industrial customers to develop timing designs using modern protocols and 
technology, while maintaining compatibility with tried-and-tested methods.
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